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ABSTRAK

Klasifikasi bibit kelapa lokal masih mengandalkan metode manual yang subjektif dan tidak
konsisten. Penelitian ini mengembangkan model Convolutional Neural Network (CNN) yang
dioptimasi untuk klasifikasi empat kelas kualitas bibit: Premium, Standard, Low, dan Rejected.
Dataset berisi 4.004 citra, dengan augmentasi dan stratified splitting untuk menjaga distribusi
kelas. Model terdiri dari tiga blok konvolusi dengan batch normalization, max-pooling, dropout,
dan fully connected layer, berjumlah 495.108 parameter terlatih. Optimasi dilakukan melalui fine-
tuning, hyperparameter tuning, dan regularisasi. Hasil menunjukkan akurasi 96%, precision, recall,
dan F1-score tinggi, serta ROC-AUC mendekati 1.00 untuk semua kelas, menandakan kemampuan
klasifikasi yang akurat dan generalisasi baik. Model ini efisien secara komputasi, siap diterapkan di
lapangan untuk mendukung peningkatan kualitas bibit kelapa lokal.

Kata Kunci: Deep Learning; Convolutional Neural Network; Bibit Kelapa Lokal; Klasifikasi; Pertanian
Cerdas.

1 PENDAHULUAN

Kelapa merupakan salah satu komoditas strategis yang berperan penting dalam mendukung
sektor pertanian dan perekonomian Indonesia. Kualitas bibit kelapa menjadi faktor utama yang
menentukan produktivitas tanaman, mulai dari ketahanan terhadap hama hingga hasil panen yang
optimal. Di Kabupaten Indragiri Hilir, Riau, kelapa lokal menjadi komoditas unggulan masyarakat
pesisir. Data menunjukkan bahwa luas lahan perkebunan kelapa mencapai 341.722 Ha pada tahun
2022 dan sedikit menurun menjadi 340.941 Ha pada tahun 2023 [1]. Penurunan luas lahan ini juga
diikuti oleh penurunan produksi, dari 313.430 ton pada tahun 2022 menjadi 307.768 ton pada tahun
2023, dengan kondisi tanaman tua dan rusak mencapai 100.285 Ha [2]. Kondisi tersebut
menunjukkan bahwa peremajaan dan perbaikan kualitas bibit menjadi kebutuhan mendesak.

Sebagai komoditas utama, kelapa lokal tidak hanya berkontribusi terhadap perekonomian
daerah tetapi juga menopang kehidupan masyarakat melalui pemanfaatan hasilnya sebagai bahan
pangan, energi, bahan baku industri, hingga sumber pendapatan utama bagi petani [3]. Oleh
karena itu, klasifikasi dan seleksi bibit kelapa lokal memiliki peran penting dalam menjaga kualitas,
keragaman genetik, dan keberlanjutan produksi. Namun, hingga saat ini proses seleksi bibit masih
banyak mengandalkan metode konvensional berbasis pengamatan manual. Metode tersebut
bersifat subjektif, tidak konsisten, dan memerlukan waktu serta tenaga yang tidak sedikit. Hal ini
menyebabkan hasil seleksi seringkali tidak optimal.

Di sisi lain, perkembangan teknologi digital dalam bidang pertanian telah membuka peluang
baru, terutama dengan hadirnya deep learning [4]. Salah satu pendekatan yang banyak digunakan
adalah Convolutional Neural Network (CNN), yang terbukti efektif dalam klasifikasi citra, termasuk
pada bidang pertanian seperti klasifikasi tanaman dan deteksi penyakit [5]. Berbagai penelitian
terkini menunjukkan potensi CNN dalam mendukung sistem pertanian cerdas, misalnya pada
deteksi kematangan buah, klasifikasi varietas, hingga identifikasi penyakit tanaman. Meskipun
demikian, implementasi CNN secara khusus untuk klasifikasi bibit kelapa masih terbatas.
Tantangan yang muncul adalah bagaimana merancang model yang tidak hanya akurat tetapi juga
efisien secara komputasi sehingga dapat diterapkan pada perangkat dengan spesifikasi terbatas
yang umum digunakan oleh petani.
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Berdasarkan kondisi tersebut, penelitian ini berfokus pada pengembangan dan optimasi
model CNN untuk klasifikasi bibit kelapa lokal. Penelitian ini menghadirkan kebaruan dalam empat
aspek utama: (1) pengembangan model CNN yang secara spesifik ditujukan untuk klasifikasi bibit
kelapa lokal, sebuah komoditas penting yang belum banyak diteliti dalam konteks deep learning;
(2) penerapan strategi optimasi komprehensif melalui fine-tuning, augmentasi data, dan
hyperparameter tuning untuk meningkatkan akurasi sekaligus menjaga efisiensi komputasi; (3)
integrasi teknik regularisasi modern seperti dropout dan batch normalization guna mengurangi
overfitting; serta (4) perancangan model yang siap diterapkan di lapangan dengan dukungan pada
perangkat berspesifikasi terbatas. Dengan demikian, penelitian ini tidak hanya mengisi
kesenjangan ilmiah, tetapi juga memberikan kontribusi praktis dalam mendukung transformasi
pertanian menuju smart agriculture.

2 LITERATUR REVIEW

Penelitian mengenai penerapan CNN dan metode machine learning lain pada klasifikasi citra
pertanian, termasuk komoditas kelapa, telah dilakukan dalam berbagai konteks. CNN, misalnya,
digunakan dalam klasifikasi tingkat kematangan kelapa dengan pendekatan Mask R-CNN dan IFDM
[7], klasifikasi varietas kelapa lokal [4], klasifikasi bibit kelapa [8], serta deteksi penyakit dan infeksi
hama pada pohon kelapa [9]. Model VGG-16 dan Custom DCNN juga telah diterapkan untuk
mendeteksi serangan whitefly [10],[11], sementara penelitian lain memanfaatkan CNN untuk
mendeteksi penyakit pada pohon kelapa [12].

Selain CNN, berbagai metode machine learning klasik juga pernah diterapkan. Nearest Mean
Classifier (NMC) digunakan untuk klasifikasi bibit kelapa dengan rata-rata ketelitian 87,02%[3] serta
untuk deteksi hama dan penyakit kelapa dengan akurasi 89,87% [13]. Naive Bayes Classifier (NBC)
juga digunakan dalam klasifikasi bibit kelapa dengan rata-rata ketelitian serupa, yaitu 87,02% [14].
Penelitian lainnya memanfaatkan ResNet50 dalam klasifikasi penyakit daun kelapa[5], DeeplabV3+
untuk segmentasi organ kelapa [15], serta MIN-SVM dalam klasifikasi pohon kelapa berdasarkan
parameter morfologi [16]. Model modern lain seperti Custom 2D-CNN, InceptionResNetV2, dan
MobileNet juga telah digunakan untuk deteksi penyakit dan infeksi hama pada pohon kelapa [9].
Bahkan Artificial Neural Network (ANN) [17] dan Case-Based Reasoning (CBR) [18] juga pernah
digunakan pada kasus terkait kelapa.

Untuk meningkatkan kinerja model, berbagai pendekatan optimasi telah dikembangkan. Fine-
tuning terbukti efektif dalam meningkatkan performa model [19], sedangkan augmentasi data
digunakan untuk memperluas keragaman dataset dan mencegah overfitting [20,21].
Hyperparameter tuning juga banyak digunakan, termasuk kombinasi dengan SVM [20,22,23],
maupun pendekatan berbasis algoritma optimasi seperti improved salp swarm optimization [24].
Selain itu, penggunaan model pre-trained [25] memberikan keuntungan dalam mempercepat
proses pelatihan dan meningkatkan akurasi. Penelitian terbaru juga menyoroti pentingnya
lightweight attention untuk mengurangi kompleksitas model [26] serta adaptive feature selection
yang dapat meningkatkan efisiensi CNN [27].

Dari berbagai penelitian terdahulu tersebut dapat disimpulkan bahwa CNN memiliki potensi
besar dalam klasifikasi citra kelapa, baik dalam hal kematangan, penyakit, maupun klasifikasi bibit.
Namun, sebagian besar model masih berfokus pada buah dan penyakit, sedangkan penelitian yang
secara khusus mengoptimalkan CNN untuk klasifikasi bibit kelapa lokal masih sangat terbatas.
Selain itu, model yang ada umumnya berorientasi pada akurasi tinggi tetapi masih membutuhkan
komputasi berat sehingga kurang sesuai untuk aplikasi di lapangan. Oleh karena itu, penelitian ini
mengisi kesenjangan tersebut dengan mengembangkan model CNN yang tidak hanya akurat tetapi
juga ringan dan efisien, sehingga dapat diterapkan secara langsung untuk membantu petani dalam
meningkatkan kualitas bibit kelapa lokal.
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3 METODE

Penelitian ini berfokus pada optimasi model Convolutional Neural Network (CNN) untuk
meningkatkan akurasi klasifikasi bibit kelapa lokal. Tahapan penelitian dibagi menjadi empat
langkah utama. Pertama, pengumpulan dan preprocessing data, yaitu mengumpulkan dataset citra
bibit kelapa, melakukan anotasi manual, serta menerapkan augmentasi dan normalisasi data.
Langkah ini bertujuan untuk memperkaya variasi citra sekaligus meningkatkan ketahanan model
terhadap kondisi data yang beragam. Kedua, pengembangan dan optimasi model CNN, yang
mencakup pemilihan arsitektur CNN yang sesuai, penerapan teknik fine-tuning pada struktur
model, hyperparameter tuning, serta penggunaan metode regularisasi modern seperti dropout
dan batch normalization guna mengurangi risiko overfitting. Ketiga, evaluasi model, di mana
performa CNN diukur menggunakan metrik akurasi, presisi, recall, dan F1-score. Evaluasi dilakukan
dengan membandingkan hasil model yang dioptimalkan dengan model baseline serta
menggunakan validasi silang untuk menjamin kemampuan generalisasi. Keempat, implementasi
dan integrasi, yaitu merancang model agar efisien dan siap diterapkan di lapangan, termasuk pada
perangkat dengan spesifikasi terbatas, sehingga dapat digunakan secara praktis oleh petani
maupun industri.
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Gambar 1. Diagram Alir Penelitian
CNN juga terdiri dari banyak neuron yang memiliki weight, bias, dan activation function.
Tahapan-tahapan algoritma CNN disajikan dalam bentuk gambar sebagaimana berikut.
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Gambar 2. Arsitektur CNN

4 HASIL DAN PEMBAHASAN

Dataset penelitian ini terdiri dari citra bibit kelapa lokal yang telah melalui quality control.
Seluruh citra dikelompokkan menjadi empat kelas, yaitu A (Premium), B (Standard), C (Low), dan
D (Rejected). Dataset dibagi menjadi tiga subset: training, validation, dan testing, dengan distribusi
kelas yang dijaga seimbang melalui metode stratified splitting. Jumlah total citra pada masing-
masing subset adalah 3.206 untuk training, 399 untuk validation, dan 399 untuk testing. Proses
augmentasi diterapkan pada dataset training untuk meningkatkan variasi citra dan memperkuat
kemampuan generalisasi model. Teknik augmentasi yang digunakan meliputi random resized crop,
rotasi, flipping horizontal dan vertikal, affine transform, color jitter, serta penambahan gaussian
noise. Augmentasi ini membantu model CNN mengekstrak fitur yang lebih relevan dari berbagai
kondisi nyata, sehingga diharapkan menmgkatkan akurasi klasifikasi setiap kelas bibit.

‘mu |r‘l X003

Gambar 3. Sampel Blblt Kelapa

Gambar 4 menampilkan delapan contoh augmentasi yang diterapkan pada satu citra bibit
kelapa. Augmentasi ini bertujuan meningkatkan keragaman dataset sehingga model Convolutional
Neural Network (CNN) dapat mempelajari fitur yang lebih general dan mengurangi risiko
overfitting pada pola tertentu. Beberapa jenis augmentasi yang terlihat antara lain rotasi citra
dengan sudut berbeda untuk mensimulasikan variasi orientasi tanaman, pemantulan vertikal agar
model tetap mengenali bibit meskipun posisinya terbalik, serta translasi atau perubahan sudut
pandang dengan latar belakang hitam di pojok citra untuk meniru pergeseran posisi kamera. Selain
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itu, terdapat transformasi warna dan peningkatan saturasi untuk meniru variasi pencahayaan atau
kualitas kamera, serta peningkatan kecerahan atau efek pudar untuk mensimulasikan kondisi
cahaya berbeda dilapangan. Implementasi augmentasi ini memungkinkan peningkatan keragaman
data latih tanpa menambah jumlah sampel asli, sehingga model menjadi lebih robust terhadap
perubahan kondisi nyata seperti orientasi, pencahayaan, atau posisi tanaman. Dengan pendekatan
ini, diharapkan akurasi klasifikasi bibit premium, standar, dan rendah meningkat karena model
mampu mengekstrak fitur yang lebih relevan dari berbagai kondisi.

Arsitektur model CNN yang digunakan dalam penelitian ini ditunjukkan pada Tabel 1. Model
terdiri dari tiga blok konvolusi berturut-turut, masing-masing diikuti dengan batch normalization
dan max-pooling. Blok pertama menggunakan lapisan konvolusi dengan 32 filter berukuran 3x3,
yang menghasilkan feature map berukuran 224x224. Lapisan ini diikuti oleh batch normalization
untuk menstabilkan distribusi aktivasi serta max-pooling yang mengurangi dimensi spasial menjadi
112x112. Blok kedua menggunakan 64 filter konvolusi dengan ukuran kernel yang sama, dilanjutkan
dengan batch normalization dan max-pooling sehingga ukuran feature map berkurang menjadi
56x56. Pada blok ketiga, jumlah filter ditingkatkan menjadi 128, dengan output feature map
berukuran 28x28 setelah proses pooling. Setelah ketiga blok konvolusi, hasil ekstraksi fitur
diratakan (flatten) menjadi vektor berdimensi 100.352, kemudian melalui lapisan dropout dengan
probabilitas 0.5 untuk mencegah overfitting. Selanjutnya, vektor masukan diproses oleh lapisan
fully connected (linear layer) dengan 5 neuron output sesuai jumlah kelas yang digunakan dalam
penelitian ini.

Tabel 1. Arsitektur Model

Layer (Type) Output Shape Param #
Convad-1 [-1, 32, 224, 224] 896
BatchNormad-2 [-1, 32, 224, 224] 64
MaxPool2d-3 [1, 32, 112, 112] 0
Dropout-4 [1, 32, 112, 112] 0
Convad-s [-1, 64, 112, 112] 18,496
BatchNorma2d-6 [-1, 64, 112, 112] 128
MaxPool2d-7 [-1, 64, 56, 56] 0
Dropout-8 [-1, 64, 56, 56] 0
Convad-9 [-1, 128, 56, 56] 73,856
BatchNorma2d-10 [-1, 128, 56, 56] 256
MaxPool2d-11 [-1, 128, 28, 28] 0
Dropout-12 [-1,100352] 0
Linear-13 [1, 4] 401,412
Total params 495,108
Trainable params 495,108
Non-trainable params 0
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Secara keseluruhan, model memiliki 595.461 parameter terlatih (trainable parameters) dan
tidak ada parameter non-trainable. Kompleksitas parameter yang relatif ringan membuat model ini
efisien untuk dijalankan pada perangkat dengan sumber daya terbatas, tanpa mengurangi
kemampuan generalisasi terhadap data validasi dan data uji.

Hasil pelatihan model yang digambarkan pada Gambar 5 menunjukkan kinerja CNN dalam
proses Kklasifikasi. Kurva loss pelatihan dan validasi memperlihatkan pola penurunan yang
konsisten sejak awal epoch. Nilai loss menurun secara signifikan pada fase awal pembelajaran dan
kemudian mencapai kondisi stabil dalam kisaran rendah. Fenomena ini menunjukkan bahwa model
mampu mempelajari pola representasi data dengan cepat sekaligus mempertahankan kestabilan
tanpa adanya indikasi perbedaan mencolok antara kurva pelatihan dan validasi. Dengan demikian,
proses pembelajaran dapat dikatakan berjalan efektif, di mana model tidak hanya menyesuaikan
parameter terhadap data pelatihan, tetapi juga mampu menjaga performa pada data validasi.
Kondisi ini mengindikasikan bahwa strategi optimasi yang diterapkan telah berhasil meningkatkan
kemampuan generalisasi model, sehingga dapat diandalkan untuk menghadapi data uji maupun
data baru di lapangan.
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Gambar 5. Grafik Training dan Validation Model

Kurva Training vs Validation Loss dan Training vs Validation Accuracy selama 30 epoch
(Gambar 5). Dari grafik Loss, terlihat bahwa nilai loss pada training dan validation menurun secara
signifikan pada beberapa epoch awal dan kemudian stabil di kisaran yang rendah, menunjukkan
model mengalami konvergensi dengan baik. Meskipun terdapat beberapa fluktuasi minor pada
beberapa epoch, baik training maupun validation loss tetap rendah, menandakan minimnya
overfitting. Pada grafik accuracy, training accuracy cenderung sedikit lebih tinggi daripada
validation accuracy, yang merupakan pola yang umum pada model yang belajar dengan baik.
Akurasi validation stabil di sekitar 96-97%, menandakan performa model yang konsisten pada data
yang tidak terlihat selama training. Gambar 6 menunjukkan Confusion Matrix pada dataset uji. Dari
matriks ini, dapat diamati bahwa model mampu mengklasifikasikan sebagian besar sampel dengan
benar, terutama untuk kelas A (Premium) dan D (Rejected), di mana jumlah prediksi benar sangat
tinggi. Beberapa kesalahan klasifikasi terjadi pada kelas B (Standard) dan C (Low), tetapi jumlahnya
relatif kecil, sehingga dampak terhadap akurasi total tidak signifikan. Hal ini mendukung nilai F1-
score, precision, dan recall yang tinggi pada tabel sebelumnya.
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Gambar 6. Confusion Matrix

Tabel 2 menunjukkan performa klasifikasi model CNN pada dataset bibit kelapa lokal yang
dibagi menjadi empat kelas kualitas. Secara keseluruhan, model berhasil mencapai akurasi sebesar
96%, dengan nilai precision, recall, dan Fi-score yang tinggi, menunjukkan kemampuan klasifikasi
yang seimbang antar kelas. Kelas A (Premium) memiliki precision 0.96 dan recall 0.99, menandakan
sebagian besar prediksi kelas ini benar dan hampir semua sampel kelas A terdeteksi dengan tepat.
Kelas B (Standard) menunjukkan precision 1.00 dan recall 0.95, mengindikasikan model tidak
melakukan kesalahan pada prediksi kelas ini, meskipun beberapa sampel kelas B terklasifikasi ke
kelas lain. Kelas C (Low) memiliki nilai precision 0.99 dan recall 0.94, yang menunjukkan efektivitas
tinggi dalam prediksi, namun beberapa sampel kelas C tertukar ke kelas lain. Kelas D (Rejected)
memiliki recall sempurna 1.00 tetapi precision lebih rendah 0.90, yang berarti semua sampel D
berhasil terdeteksi, meskipun terdapat prediksi kelas lain yang salah masuk ke kelas D. Nilai macro
average dan weighted average masing-masing mendekati 0.96-0.97, menegaskan bahwa
performa model relatif seimbang antar kelas, baik untuk kelas dengan jumlah sampel besar
maupun kecil. Hasil ini menandakan bahwa model CNN yang digunakan mampu membedakan
kualitas bibit kelapa lokal secara efektif dengan sedikit bias pada kelas tertentu.

Tabel 2. Performa Klasifikasi Model

Kelas Precision  Recall F1-Score
A (Premium) 0.96 0.99 0.97
B (Standard) 1.00 0.95 0.97
C(Low) 0.99 0.94 0.97
D (Rejected) 0.90 1.00 0.95
Accuracy 0.96
Macro Avg 0.96 0.97 0.96
Weighted Avg  0.97 0.96 0.97

Gambar 7 menampilkan ROC Curve dan nilai AUC untuk masing-masing kelas. ROC curve untuk
semua kelas berada dekat dengan sudut kiri atas, dan nilai AUC masing-masing kelas adalah 1.00,
menunjukkan kemampuan model yang sangat baik dalam membedakan setiap kelas. Hal ini
mengindikasikan bahwa model memiliki sensitivitas dan spesifisitas yang optimal dalam
mengklasifikasikan setiap kategori.
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Gambar 7. ROC & AUC Curve
Secara keseluruhan, kombinasi antara kurva training/validation, confusion matrix, dan ROC-AUC
menunjukkan bahwa model CNN yang digunakan berhasil melakukan klasifikasi dengan akurasi
tinggi, generalisasi yang baik, dan mampu membedakan kelas secara efektif, dengan risiko
overfitting yang minimal.

5 KESIMPULAN

Penelitian ini berhasil menunjukkan bahwa model Convolutional Neural Network (CNN) yang
dioptimalkan mampu melakukan klasifikasi bibit kelapa lokal dengan akurasi tinggi dan generalisasi
yang baik. Dataset yang telah melalui quality control dan diperkuat dengan augmentasi data
memungkinkan model untuk mengekstrak fitur yang lebih relevan dari berbagai kondisi nyata,
sehingga risiko overfitting dapat diminimalkan. Analisis performa model melalui kurva training dan
validation, confusion matrix, serta ROC-AUC mengindikasikan bahwa model mampu membedakan
kelas bibit secara efektif. Model menunjukkan akurasi keseluruhan sebesar 96%, dengan nilai
precision, recall, dan F1-score yang tinggi untuk semua kelas. Kelas A (Premium) dan D (Rejected)
berhasil diklasifikasikan dengan sangat baik, sementara kelas B (Standard) dan C (Low) memiliki
sedikit kesalahan klasifikasi tetapi tetap mempertahankan performa yang seimbang. Nilai ROC-
AUC mencapai 1.00 untuk setiap kelas, menegaskan sensitivitas dan spesifisitas optimal dari model.
Secara keseluruhan, pendekatan optimasi CNN yang diterapkan meliputi augmentasi data, fine-
tuning arsitektur, hyperparameter tuning, serta regularisasi dengan dropout dan batch
normalization terbukti efektif untuk meningkatkan kemampuan klasifikasi bibit kelapa lokal. Model
yang dihasilkan tidak hanya akurat tetapi juga efisien, sehingga siap diterapkan pada perangkat
dengan spesifikasi terbatas untuk mendukung praktis penggunaan di lapangan.
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